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1. Introduction 
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Data stream: 

temporally ordered ,         fast changing , 

massive ,                             potentially infinite. 

1. Introduction

'you can never step in the same stream twice.'    

                                                        ——Heraclitus
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1. Introduction

A single pass & Limited memory & Limited time.

Compressed data stream

Some methods:

• Sampling,

• Sketching, 

• Synopsis Data Structures, 

• Aggregation,

• Sliding Window.
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2. Motivation
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2. Motivation

Proposing a new hierarchical data stream compression

Problem 1: Why we use hierarchical method:

Adapting to different compression requirements.

a) More interested in recent data;

b) Not interested in the details of old data;

c) a trade-off of the space and the accuracy.

So the compression ratio is different.
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2. Motivation
Problem 2: How to compress streams of data?

Clustering

a) a useful technique for structuring and organizing vast 
amounts of continuous examples.

b) a good locality
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2. Motivation
Problem 3: How to Clustering?

Synchronization-based clustering .

a) yields the high-quality clusters with arbitrarily shapes,

b) are robust to noise 

c) allows a natural hierarchical data analysis.

And,to reflect the importance of recent data,sliding window is 
used.

     sliding window: a fixed equal lifespan;and FIFO.
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2. Motivation
But just store the cluster,causing much compression loss.

Problem 4: How to do?

Storage distributed parameters in clusters.

Problem 4: Which distribution function?

EPD (Exponential Power Distribution)

To avoid the assumption of a certain data distribution,better 
meet the diverse data distribution.
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2. Motivation
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3.Data Stream Compression
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3.1. Synchronization Algorithm

The key idea of clustering approaches by synchronization is to 
regard each data object as a phase oscillator and simulate the 
dynamical behaviors of the objects over time. 

The dynamics of each dimension xi of the object x over time is 
provided by:
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3.1 Synchronization Algorithm

Interaction with similar 
objects,the phase of an object 
gradually aligns with its 
neighborhood.

Finally, the objects in a cluster 
are synchronized together 
and have the same phase. 
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3.2 Exponential Power Distribution
The EPD is a family of distribution functions  .

Includes: 

the Gaussian distribution,           the Laplacian distribution,

the uniform distribution,              and so on.

Three different parameters.

the location parameter u ,           the scale parameter σ , 

a shape parameter p.
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3.2 Exponential Power Distribution
For a random variable X, the EPD is defined as:
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3.2 Exponential Power Distribution

p > 2 &               : a uniform distribution.;      p = 2 : a Gaussian distribution. 

2 < p < 0, the EPD is leptokurtic;                  p = 1: a Laplacian distribution.

p

shape parameter 
p determines 
kurtosis, or the 
sharpness of the 
distribution. 
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3.3 Sync-EPD
Disadvantages:

1. Every dimension is not independent. 

2. The covariance is needed to consider.

However, covariance is not easy to calculate.

Thus, we apply the ICA to maximize non-Gaussianity as a 
measure of statistical independence.
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3.4 Independent Component Analysis
The concept:

Independent component analysis (ICA) is a statistical method 
for transforming an observed multidimensional random vector 
into components that are statistically as independent from each 
other as possible.

The ICA enables us to process data sets which are not aligned 
to the orthogonal axes. 
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3.4 Independent Component Analysis

PCA: 

a) Focus on uncorrelated and Gaussian components

b) Orthogonal transformation

ICA:

a) Focus on independent and non-Gaussian 
components

b) Non-orthogonal transformation
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3.4 Independent Component Analysis

The EPD in a d-dimensional space (after ICA) is defined for a 
point      asx
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Figure 3 illustrates the effect 
of the approximation of a 
data set with an EPD after 
ICA. While the approximation 
of the same data with a 
Gaussian distribution is 
rather inappropriate.
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4 . Experiment
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4 . Experiment

Context: 

Intel(R) Core(TM) i5-4210M CPU @ 2.60GHz 2.60GHZ;

4.00GB RAM, Windows 7 64bit;

Eclipse Luna Release (4.4.0); jre-1.8.0。

Dataset:

Using PointPainter manually generate two-dimensional 
dataset, which spatial clustering feature is not obvious.There 
are 1299 points.
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4.1 Sync-EPD
The data tuple 1:

S1=(T, N, Center/μ,σ p, ε)

where T is  the timestamp, N  is  the number of points in each 
clusters,and center is the center of clusters.μ,σ, p describe 
the parameters of EPD. ε is the interaction range of 
clustering.
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4.1 Sync-EPD
Table 4.1: Time consuming in different quantities of Sync-
EPD algorithm.

Illustration of the amount of data increasing, the time of its 
consumption is faster.
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4.1 Sync-EPD

Figure 4.1 Synthetic dataset Figure 4.2 compressed result

The distribution of the data is well saved, and the noise 
points are preserved. 
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4.2 Sync-ICA-EPD 

The data tuple 2:

S2=(T, N,μ,σ, p, ε, M, m)

T, N,μ,σ, p, ε is the same as S1.  M is the de-mixing 
matrix, and       being the shifting vector.m
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4.2 Sync-ICA-EPD
Table 4.2: Time consuming of Sync-ICA-EPD algorithm.

ICA does not take up too much time in total time-consuming .
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4.2 Sync-ICA-EPD

Figure 4.1 Synthetic dataset Figure 4.3 compressed result

1.The distribution of the data is saved better than Sync-EPD.

2.The fitting accuracy is higher and the effect is better.
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4.3 ICA-Sync-EPD
The high space complexity.

The ICA is used at the beginning,so saved M and     once.

So,we have ICA-Sync-EPD algorithm.

The data tuple 3:

S3=(T, N, Center/μ,σ, p, ε)

Obviously, S3 = S1.

m
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4.3 ICA-Sync-EPD

Figure 4.1 Synthetic dataset Figure 4.4 compressed result

1.The distribution of the data is saved better than Sync-EPD.

2.The main direction of the distribution of the window is the same.

3. Accuracy is lower than Sync-ICA-EPD.
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4.3 ICA-Sync-EPD
Table 4.3: Time consuming of ICA-Sync-EPD algorithm.

1.In the case of less number of data sets, the ISE algorithm is less time-
consuming than SIE algorithm.

2.with the increase of the number of points, the time consumption of ISE 
algorithm is more than SIE
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4.4 Hierarchical
Method:

 Clustering center can be a good representative of the cluster.

 Using center as a new input

Generation has a uniform 
distribution and Gauss 
distribution of the two points set 
and add noise, a total of 1522 
data
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4.4 Hierarchical

4.4.1 Sync-EPD hierarchical 
compression

4.4.2 The best result of Sync-
EPD

1.The result is not similarity with direct compression .

2.The distribution of the data set is well preserved.
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4.4 Hierarchical

4.4.3 Sync-ICA-EPD hierarchical 
compression

4.4.4 The best result of Sync-
ICA-EPD

The fitting result of the original data is the best.
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4.4 Hierarchical

4.4.3 ICA-Sync-EPD hierarchical 
compression

4.4.4 The best result of ICA-
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4.4 Hierarchical

Why Sync-ICA-EPD get better result than ICA-Sync-EPD for 
fitting of the original data ?

First using ICA

a) data independent in dimension;

b) data more discrete;

c) The Sync can make more clusters;

d) The number of data in clusters less;

e) Outliers more.

。
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5. Discussion
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5. Discussion

Problem 1 : Additive of EPD parameters；

a) Sum of EPD parameters;

b) Get higher level of the parameters fast;

c) The compression loss rate can be reduced;

d) The time and space complexity can be reduced .

Problem 2 : Using ICA at higher level.

Currently unable to apply ICA to a higher level,only use ICA 
at the first level.
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Thank You!


